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Distributed Discrete Hashing by Equivalent
Continuous Formulation

Shengnan Wang ¥, Chunguang Li

Abstract—Hashing based approximate nearest neighbor search
has attracted considerable attention in various fields. Most of the
existing hashing methods are centralized, which cannot be used for
many large-scale applications with the data stored or collected in
a distributed manner. In this article, we consider the distributed
hashing problem. The main difficulty of hashing is brought by
its inherent binary constraints, which makes the problem gener-
ally NP-hard. Most of the existing distributed hashing methods
chose to relax the problem by dropping the binary constraints.
However, such a manner will bring additional quantization error,
which makes the binary codes less effective. In this paper, we
propose a novel distributed discrete hashing method, which learns
effective hash codes without using any relaxations. Specifically,
we give a method to transform the discrete hashing problem into
an equivalent distributed continuous optimization problem. After
transformation, we devise a distributed discrete hashing (dDH)
algorithm based on the idea of DC programming to solve the
problem. To obtain more efficient hash codes, we further add bits
balance and uncorrelation constraints to the hashing problem,
and we also propose a distributed constrained discrete hashing
algorithm (dCDH) to solve this problem. Extensive experiments
are provided to show the superiority of the proposed methods.

Index Terms—JLearning to hash, distributed hashing, discrete
hashing, large-scale image retrieval, DC programming.

I. INTRODUCTION

ECENTLY, HASHING based approximate nearest neigh-

bor search has a wide range of applications in image
retrieval [1], [2], computer vision [3], [4], and machine learn-
ing [5], [6], etc. By encoding high-dimensional data points into
compact binary codes, hashing can accomplish nearest neighbor
search with a constant time complexity. An effective hashing
method should be similarity preserving [11], namely, it should
map similar data points to adjacent binary hash codes.
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Generally, the hashing methods can be mainly divided into
data-independent hashing [6], [16], [17] and data-dependent
hashing [7], [11]-[13]. Locality sensitive hashing (LSH) [16],
[23] should be one of the most popular data-independent hashing
methods. LSH generates hash functions by random projections
and it can map similar samples to similar codes with a high
probability. However, it usually requires long bits to achieve
good precision. Recently, more works are related to the data-
dependent hashing, which learns binary codes and hash func-
tions based on data. Due to this, the data-dependent hashing
methods are also called the learning to hash (LH) methods [24].
The LH methods can effectively and efficiently map massive
data points to very short compact binary codes. Representative
LH methods include the unsupervised hashing methods: spectral
hashing [11], ITQ [8], adaptive binary quantization hashing [9],
structure sensitive hashing [15], discrete graph hashing [18]; and
supervised hashing methods: minimal loss hashing (MLH) [19],
supervised discrete hashing (SDH) [13], supervised hashing
with kernels (KSH) [12], latent factor hashing (LFH) [32],
column sampling based discrete supervised hashing [29], and so
on. The main difference between unsupervised and supervised
hashing is whether the label information of data is available for
learning binary codes and hash functions.

More recently, some deep hashing methods [20]-[22] were
proposed, which use deep networks to learn binary hash codes
and achieved promising performance. However, deep hashing
is much more time-consuming in both training and testing
stages, compared with the non-deep hashing, which is inefficient
in practice and may restrict its application in fast similarity
search [9], [14], [30]. One of the future directions of deep hash-
ing is to design a proper hashing technique to accelerate deep
neural network training and save memory space. In this work,
we mainly consider the non-deep hashing for fast approximate
nearest neighbor search.

Most of the existing LH methods are centralized, so they can
only be implemented in a single machine. However, in many
real problems, such as the applications of search engine [33],
mobile surveillance [34], and sensor networks [35], the data are
often distributed across different locations. Besides, in practice,
we usually need to deal with some big-data problems, such as
large-scale image processing [36], [37] and large-scale informa-
tion retrieval [38], which are far beyond the capacity of a single
machine (computer). In this situation, we usually partition the
data and store them in multiple machines. As a consequence, itis
of great importance to develop distributed hashing algorithms to
deal with these problems. Some pioneering work has been done,
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such as the distributed ITQ [39], Hashing for distributed data
(DisH) [26], and distributed graph hashing [28]. The inherent
binary constraints make the hashing problem NP-hard, and for
tractability, the above distributed hashing methods chose to
relax the problem by eliminating the binary constraints. Such a
manner greatly simplifies the problem. However, it also causes
large quantization error and makes the learned binary codes less
effective [13]. To obtain high-quality binary codes, some discrete
hashing methods [18], [29], [30] were proposed, which solve
the hashing problem without using any relaxations. However,
these methods are all centralized, which cannot be used for
distributed hashing. Directly extending the existing centralized
discrete hashing methods into the distributed version is difficult,
for the convergence and consensus cannot be guaranteed. The
main reason is that in the area of distributed optimization, all the
algorithms and theory are based on the condition of continuity.
Distributed discrete optimization is an open question so far.

In this paper, we consider the distributed hashing problem.
We cast a distributed hashing model, in which the objective
function is decomposed into several local objective functions. To
guarantee the effectiveness of the binary codes, we aim to solve
the distributed hashing problem without using any relaxations.
The main contributions of this paper are as follows:

1) We propose a distributed discrete hashing method to solve
the distributed hashing problem. This is the first unsu-
pervised distributed discrete hashing method, which does
not use any relaxations so that no quantization errors will
be introduced. To address the difficulty brought by the
binary constraints and solve the problem in a distributed
manner, we propose a method to transform the discrete
hashing problem into an equivalent distributed continuous
optimization problem.

2) The bits balance and uncorrelation constraints can make
the hash codes efficient, however, they also make the
problem difficult to be solved in a distributed manner.
The existing distributed hashing methods use the relax-
ation manner to deal with this problem. In this paper,
we propose a method to address the difficulty brought
by the two constraints and reformulate the constrained
hashing problem into the form of a tractable distributed
optimization problem, without using any relaxations.

3) We propose distributed algorithms based on the idea of
DC programming to solve the transformed distributed
continuous optimization problems.

It is worth mentioning that in this paper we mainly consider
the distributed unsupervised discrete hashing. However, the
proposed distributed discrete hashing can be easily extended to
the supervised scenario by replacing the unsupervised hashing
objective with a supervised hashing objective. We give an exam-
ple of distributed supervised discrete hashing in the Appendix.

The rest of this paper is organized as follows. In Section II,
we introduce some preliminary knowledges. In Section III,
we cast a distributed hashing model and propose a distributed
discrete hashing algorithm. In Section IV, we further give the
method to address the distributed hashing problem with bits
balance and uncorrelation constraints. In Section V, we give
the method for obtaining hash functions in a distributed manner.

The communication and computational complexity analyses are
given in Section VI and experiments on large-scale benchmark
datasets are provided in Section VII. Finally, we draw the con-
clusion in Section VIII. An example of distributed supervised
discrete hashing is presented in the Appendix A.

II. PRELIMINARIES
A. Notations

In this paper, we use a lowercase letter to denote a column
vector and a capital letter to denote a matrix. For a vector x (or
a matrix X), we use 27 (or X7 to denote its transpose. For a
vector x, we use ||z|| to denote the [ norm of 2. For a matrix X,
we use || X || to denote the Frobenius norm of X . For a closed set
2 and a vector x, we use Pgq[z] to denote the projection of x into
Q. We use V f to denote the gradient (or subgradient) of a convex
function f(-), and we use sign(-) to denote the element-wise sign
function. We use ¢r(X) to denote the trace of a matrix X . For
each agent [, we use V; to denote the set of is neighbors, and we
use |V;| to denote the degree of agent [.

B. Distributed Graph Hashing

Let X = [z1,%9,...,7,] € R¥™ denote the dataset of n
samples, where d is the dimensionality of the data. Graph
hashing maps the data points into binary codes by solving the
following hashing problem

mBin tr(B(S —W)BT)
st. Be{-1,1}"", )

where W = [W; jl,,n, is called the graph matrix with W; ; =
exp(—||z; — z||*/€), and S is a diagonal n x n matrix with
Sii= Zj W;.;. The matrix B denotes the binary codes of
the dataset X. The parameter € > 0 defines the distance in
R? which corresponds to similar items. Note that the time
complexity to compute W is O(dn?), which is unacceptable in
large-scale applications. In practice, we usually use the method
in [7] to construct the graph matrix by W = UU”, where
UeR"™P(p < n)is a truncated similarity matrix which is
highly sparse. The time complexity to construct W by U is only
O(pdn).

In [28], based on graph hashing, we proposed a distributed
hashing model for learning hash functions in a distributed
manner. In the distributed scenario, the data are stored across
m agents (machines) over a connected network. Let X! =
[z}, 2}, ... 2l ] € R™ denote the local dataset of agent I.
Then the whole data X is a concatenation of local datasets, i.e.,
X =[X1,X2,...,X™]. As stated in [28], in the distributed
scenario, it is difficult to directly construct the graph matrix
W = [W; jlnxn as shown in (1) for modeling the distributed
hashing problem, due to unacceptable communication and com-
putation cost. For tractability, in [28], we constructed an anchor
point based graph matrix W € R™ 1 with

Wi; = exp(—||z; — aj|*fe), )
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where ay, ..., aq are common anchor points. In [28], we have
given the method to obtain the anchor points satisfying the
distributed setting. The graph matrix W stores the similarity
between the data points and anchor points. It can also be repre-
sented as a concatenation of local graph matrices, i.e., W=
(W W2 ... ;W™], where W' € R™*4 is the local graph
matrix. The distributed graph hashing in [28] is formulated as
follows

Iyl 7T
max > wr(BW'Zh),
=1
st. Ble{-1,1}7™ Z e {-1,1}79, 3)

where B! denotes the hash code matrix of the data X' and Z
denotes the hash code matrix of the anchor points. In [28], we
gave two distributed algorithms to solve the distributed graph
hashing problem.

However, generally the hashing problem is a nonconvex
mixed-integer optimization problem, due to the discrete con-
straints, which is NP-hard. The algorithms proposed in [28]
solve the distributed graph hashing problem by relaxation, which
will make the learned hash codes of low quality. In fact, most
of the existing distributed hashing methods adopted the re-
laxation method to address the hashing problem. In addition,
the distributed graph hashing model (3) does not fully utilize
the available similarity information, so the performance of the
distributed graph hashing can be further improved.

C. DC Programming and DC Algorithm

Here, we give a brief introduction of DC (difference of convex
functions) programming and DC algorithm (DCA) [44], [45],
which may be used in the following paper. DC programming
approach is widely used for dealing with smooth or nonsmooth
nonconvex continuous optimization problem. The main idea
of DC programming is to represent the nonconvex objective
function f(z) by the difference of convex functions, namely,

min f(z) = g(z) — h(z),z € C, “4)

where both g(z) and h(z) are convex functions, and C C R is
the domain.

DCA is designed for solving the DC programming (4). The
existing experiment results showed that DCA quite often gives
a global optimal solution, and DCA is proved to be more robust
and more efficient than other related standard methods, espe-
cially when the problem is large-scale [43]-[45]. DCA solves
the DC programming (4) by using the following update rule

{y := Vh(x), )

z:=argmin{g(z) — (z,y);z € C},

where y is called the dual variable, and Vh(x) denotes the
subgradient of h(x). If h(z) is differentiable, Vi (x) is just the
gradient of h(z).

III. DISTRIBUTED DISCRETE HASHING

A. Distributed Discrete Hashing Model

In this section, we aim to fully utilize the similarity informa-
tion among the distributed data and give an effective distributed
discrete hashing method to generate high-quality hashing codes.
The scenario is the same as that shown in Section II-B. The
data are distributed across m agents over a connected network,
and each agent [ owns its local dataset X'. First, we will also
generate the anchor points a1, ..., aq, which are known by all
the agents. Utilizing the anchor points and the local data X! =
[2%, ), ..., 2! ], each agent! can construct a local graph matrix
Wl e Ruta)x(m+a) Here, we will use the method in [7]
mentioned above to finish this task, namely W' = U!(U")T with
Ul e RuHD>P(p < ).

Now we give the distributed discrete hashing model, as fol-
lows

wiy S (B Z)(5' — WH[B, Z]7),
' =1

st. Ble{-1,1}7"™ Z e {-1,1}"9, (6)

where B! stores the hash codes of the local data X!, and
Z stores the hash codes of the anchor points. For each [ €
{1,...,m}, the matrix S’ is a diagonal (n; +q) x (n; + q)
matrix with Sfl => j Wf ;- In (6), the local objective function
Ly(BY, Z) = tr([BY, Z](S' — WY[B!, Z]T) is known by agent
[ only. Compared with the distributed graph hashing model
(3), in (6), more similarity information is utilized, not only the
similarity information between the data points and the anchor
points, but also the similarity information among the local data
points from the same agent, as well as the similarity information
among the anchor points.

More importantly, as stated before, the existing distributed
hashing algorithms solve the hashing problem by using relax-
ations, which will cause large quantization error and make the
hash code less effective. To obtain high-quality hash codes, in
the following, we will propose a distributed hashing method to
solve the hashing problem (6) without using any relaxations.

B. Equivalent Continuous Optimization Transformation

Problem (6) is a distributed discrete optimization problem.
Directly optimizing such a problem is very difficult, especially
in a distributed manner, due to the lack of distributed algorithms
for discrete optimization. In the literature, most of the existing
distributed optimization algorithms are related to continuous
optimization.

In [47], we gave a method to transform the centralized hashing
problem into an equivalent continuous optimization problem,
and we showed that the hashing problem can be well solved after
transformation. In the following, we aim to transform the dis-
tributed hashing problem (6) into an equivalent distributed con-
tinuous optimization problem, so that we can devise distributed
continuous optimization algorithms to solve the problem. Before
giving the transformation method, we need to introduce the
following lemma.
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Lemma 1 ([42]): Let f be a Lipschitz continuous function
on X with constant L. Let ¢ be a nonnegative function defined
onXand S :={zx € X : ¢(z) =0}. If d(x,S) < ¢(z) for all
r € X, then the two problems

inf{f(z): 2z €S} and inf{f(z)+yp(z):ze X}

are equivalent with v > L. In other words, the two problems
have the same optimal solutions and the same optimal value.
Here,

d(xz,S) := inf ||z — z||,
z€S

which is the distance from a point z to the set S.

Lemma 1 implies that by constructing suitable penalty func-
tion o(-), the domain of the optimization problem can be en-
larged while the optimal solution of the problem is unchanged.
The key point is to find or construct such a penalty function ¢(-).
In [47], we have constructed an effective penalty function for the
hashing problem. We showed that a general hashing problem

in L(B
min (B)
st. Be{-1,1}"" 7
is equivalent to the following continuous optimization problem

min - L(B) +7¢(B)
st. Bel[-1,1]", (8)

with p(B) = rn — tr(BBT) and v > L, where L is the Lips-
chitz constant of L(B) on [—1, 1]"*"™. The penalty term y¢(B)
forces the optimal solution of problem (8) to be in {—1,1}"*™.
The specific process and detailed proof can be seen in [47].
Therefore, according to [47], we can show that problem (6)
is equivalent to the following continuous optimization problem

min > #r([B', Z)(5' = W)[B', 2]") + (B, Z)),
’ =1

st. Ble[-1,1]7"™, Z € [-1,1]"9, )

where ¢([B, Z]) = r(n+q) — tr([B, Z][B, Z]T) and v > L'
Here, L' is the Lipschitz constant of the objective function in (6)
with respect to the whole variable [B, Z] on B € [—1,1]"*™
and Z € [—1, 1]"*%. However, though the above problem is a
continuous optimization problem, it is not the standard form
of distributed optimization. The objective function is not repre-
sented as the sum of local objective functions. So it is difficult to
apply the distributed optimization algorithms to such a problem.
In addition, it is not easy to know the Lipschitz constant of the
objective function with respect to the whole variable [B, Z] in
the distributed setting. Hence, more reasonable transformation
is needed.

In the following, we transform the problem (6) into an equiv-
alent distributed continuous optimization problem step by step,
satisfying the distributed setting. Note that each local variable B!
only exists in agent [, so each agent [ can independently construct
a local penalty function ¢;(B') = rn; — tr(BY(BY)T). Then
according to [47], problem (6) can be first transformed to the

following problem
: l U _ it 71T l
min ; [tr([B, Z](S" = WH[B', Z]") + mp(BY)]

st. Ble[-1,1]"™, Z e {—1,1}""9, (10)

with 7, > L£!, where £ is the Lipschitz constant of the local
objective function L;(B', Z) with respect to the local variable
B!, which can be easily obtained by agent /. Next, we address
the discrete global variable Z. Similarly, by defining p(Z) =
rq —tr(ZZ7), the problem (10) can be further transformed to

B i[trdBl, Z)(8' =wh(B', Z]")
’ =1

+ (B + 1. 0(2),

st. Bl e [-1,1]7™ Z € [-1,1]"9, (11

with v, > L., where £, denotes the Lipschitz constant of the
whole objective function of (10) with respect to Z. So the only
thing is to find a constant larger than £,. Note that each agent
[ can easily obtain the Lipschitz constant of the local objective
function L;(B!, Z) with respect to Z, denoted by £.. Then a
simple way is that each agent [ broadcasts £, and all the agents
sety, = mmax{L}.
We further represent the problem (11) as follows

min S [tr([B, Z)(8" - WH[B', Z]7) + wgu(B)
’ =1

+ (2],

st. Bl e [-1,1]7™, Z € [-1,1]"9, (12)

and we use f(B!,Z)=1tr([B!Z)(S'—WH[B, 2]") +
Yiei(BY) + L4.¢(Z) to denote the new local objective func-
tion of agent [. Therefore, we have successfully transformed
the distributed hashing problem into an equivalent distributed
continuous optimization problem.

Remark 1: In Lemma 1, the condition v > L is only a suffi-
cient condition but not necessary. In the above, we have given the
method to obtain the parameter ~y that theoretically guarantees
the equivalence of the transformed problem and the original
problem. In practice, usually, a much smaller 7y is enough to guar-
antee the equivalence, especially for the large-scale problem in
which the Lipschitz constant £ is usually very large. In [47], we
have shown that in the large-scale hashing problem, a moderate ~y
is enough to guarantee that the transformed continuous hashing
problem has the same optimal solution as the original discrete
hashing problem. In the experiment section of this paper, we
will also show similar results.

C. Distributed Learning Algorithm

The transformed problem is still a nonconvex optimization
problem, since the penalty functions {¢;(B')} and ¢.(Z) are
all concave functions. However, the continuous property makes
it possible to solve such a problem in a distributed manner. We

Authorized licensed use limited to: Zhejiang University. Downloaded on March 21,2020 at 02:41:43 UTC from IEEE Xplore. Restrictions apply.



200 IEEE TRANSACTIONS ON SIGNAL AND INFORMATION PROCESSING OVER NETWORKS, VOL. 6, 2020

aim to adopt the idea of DC programming and DCA to solve this
problem. First of all, we should rewrite the problem as the form
of DC programming. Though the problem (12) can be rewritten
as many DC programmings, since each agent [ only knows
its local objective function in (12), we should ensure that the
whole process satisfies the distributed setting. To finish this task,
we first let each agent decompose its local objective function
fi(B!, Z) as the difference of convex functions, as follows,

fl(Bl’Z> = gl(Bl7 Z) - hl(Bl’Z>7
with
a(B', Z) = tr([B', Z)(S' = WH[B', Z]")
and
h(B', Z) = —yp(B') — %%@(Z)

It can be verified that both g;(B!, Z) and hy(B', Z) are convex.
Then the whole problem (12) can be represented as the following
DC programming

r}?}? G(BvZ) 7H(B7Z)a

st. Be[-1,1)"" Z € [-1,1]"9, (13)
with G(B,Z) =", q(B',Z) and H(B,Z)=> "N
(B!, Z). For simplicity, we use F to denote the whole variable
of the problem, namely F' = [B, Z]. Then problem (13) can also
be represented as

min G(E) - H(E),

st. Ee[-1,1]xMt), (14)

DCA solves such a DC programming (14) by repeating the
following two steps

A=VH(E), (15)
E =argminge 1 1)ria {G(E) — tr(ETA)}, (16)
where VH(E) = 28 98] and 98 — [2H | OH] et
foralll € {1,...,m}, and let
_10H 2.,

T moZ  m

One can see that A’ can be independently computed by agent [,
and A, can be computed by all the agents. Note that

tr((BHYT A + mir(ZT A,)

NE

tr(ETA) =

Il
=

[tr(BHT AY) + tr(ZT A.)).

-

Il
—

Then problem (16) can be represented as the following dis-
tributed convex optimization problem

min > [o(B', Z) — tr((B)TA) — tr(27 A)]
’ 1=1

: (17)
st. Ble[-1,1]7™, 7 € [-1,1]""9,

Problem (17) is a special distributed optimization problem, in
which { B'} are local variables and Z is the global variable. Since
the problem is a convex optimization problem, we can use the
efficient projected gradient descent method to obtain the optimal
solution. Let J(B, Z) denote the whole objective function of
problem (17), and let J;(B', Z) = g/(B!, Z) — tr((B")T Al) —
tr(ZT A.), which is the local objective function of agent /. Note
that the gradient of the whole objective function with respect to
the local variable B! can be computed as

0 _ o
OBl 9BV

which can be independently obtained by agent [. While the

gradient of the whole objective function with respect to the

global variable Z is

N Y]
o0z — 07z’

which is difficult to obtain since each agent [ only knows .J;. So
we aim to use the distributed projected gradient descent [48],
[50] method to deal with the global variable 7. Let Z ! denote
the local estimation of the global variable Z at agent [. To solve
the problem, at each iteration, each agent [ first computes the
gradient of J;(B!, Z!) with respect to the variable [B!, Z'],
which is

V(B Z') =2[B', Z'|(' - W) — [A", AL},

where Al = %Z !, The update of the local variable B can be
directly finished by agent [ using the projected gradient descent
step without any communication with other agents. While the
update of Z! includes two steps. First, each agent [ obtains
an intermediate estimate R' using the local projected gradient
descent. Then each agent [ shares its intermediate estimate R’
with its neighbors and updates Z' as the weighted average of all
the obtained intermediate estimates (including R'). The whole
process is shown in Algorithm 1.

Here, D; := [—1,1]"*("+9) which are the projection sets,
wy; > 01is the weight agent [ assigns to the information received
from agent j, and w;; > 0 if and only if j =1 or j € V.
The weight parameters {wy; } should satisfy that 3 7" | wy; =
LVie{l,...,m},and > )", w;; = 1,Vj € {1,...,m}. The
method for generating such weight parameters satisfying all the
above requirements can be seen in [51]. According to [25], [48],
[50], repeating the projected gradient descent step and communi-
cation step, the local estimates { Z'} will achieve consensus, and
the variables will converge to the optimal solution of problem
(17). The convergence proof of the projected gradient descent
method and distributed projected gradient descent method can
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Algorithm 1: Distributed Projected Gradient Descent
(dPGD) Algorithm for Subproblem (17).

Input: B! € R™*™, 7! € R™*9, AL € R™*™ and
Al e R™4 foralll € {1,...,m}.
Repeat
Computing gradient step: each agent [ compute the
gradient

VJ(B', Z") = 2[B", Z'|(S' — W) — [A!, AL];
Projected gradient descent step: Each agent [ computes
[B', R'] = Pp,([B', Z'| — aV J)(B', Z"));

Communication step: Each agent [ shares R' with all the
neighbors j € A; and updates Z' by

m
7' = w,R;
j=1

Until convergence condition holds.
Output: B! € R™™, 7! ¢ R™4 foralll € {1,...,m}.

Algorithm 2: dDH.

Input the parameters {7, },~. and anchor points {a; }7_,.
Each agent [ constructs the W' and S! using the local data
points and anchor points. Initialize the variables B!, Z' by
the sign of random Gaussian matrices.
Loop until convergence or reach 7' times

Each agent [ computes

Al = 2y B! AL = 2= 71,
Each agent [ updates [énl , 7' by

{B', 2"} = dPGD({B'},{Z'}, {A"} {AL}).
Output The binary codes { B'}.

be seen in [25], [48]. To avoid repetition, we do not give detailed
proof here.

We summarize the whole process of the proposed distributed
discrete hashing (dDH) algorithm for solving the hashing prob-
lem (12) in Algorithm 2.

IV. DISTRIBUTED DISCRETE HASHING WITH BITS BALANCE
AND UNCORRELATION CONSTRAINTS

A. Problem Formulation

The bits balance and uncorrelation constraints were widely
used in the existing centralized hashing methods to improve the
efficiency of hash codes. However, the two constraints will make
the hashing problem more complex and difficult to be solved in a
distributed manner. So the existing distributed hashing methods
either did not consider the two constraints or relaxed the two
constraints during the optimization stage, which makes the hash
codes less efficient as they are expected.

In the following, we add the bits balance and uncorrelation
constraints in the proposed distributed hashing model (6), and

we still aim to solve the problem without using any relaxations
to ensure the effectiveness and efficiency of hash codes. With the
bits balance and uncorrelation constraints, the problem becomes

wiy DB 21 WOB, 217,
=1

st. Ble {—1,1}7™, Z € {—1,1}"
B1 =0,
BBT =nlI. (18)

Note that the two constraints are related to the whole binary
codes. Directly optimizing with the two constraints needs to
assemble all the binary codes together [30], which leads to
prohibitive communication cost. To optimize the whole problem
in a distributed manner, we introduce the auxiliary variables
{D"},{M"}, with D' = B'1,,, and M' = BY(B")T, for all
le{l,...,m}. Since

B1, =[B',B%...,B"|1, = ZBllm,
=1

and
BB"=[B',B*...,B™|[B",B*,....B""=Y " BYB")",
=1

the above problem can be rewritten as
. l U _wiinl AT
mip ;tr([BvZ](S whiB', 2]"),

st. Ble{—1,1}7"™, Z e {-1,1}"4
D'=B1,,,Vie{1,...,m},
M'=BY(BHYT Vie{l,...,m},

zm:Dl =0, zm:Ml =nl,.
=1 =1

Like [30], by introducing the penalty terms, we can further
rewrite the problem as

19)

i[tr([Bl,Z](Sl - WhiB'. 21"

=1
+ pl|B'1,, = D'[|? 4+ 9| BY(B)T — M||?]
s.t. Ble {-1,1}7™ Z € {-1,1}"7",

zm:Dl =0, iMl =nl,.
=1 =1

One can see that problem (19) is equivalent to problem (20) with
sufficiently large 1, 7. As shown in [30], [47], the bits balance
and uncorrelation constraints in the hashing problem are only
used to formulate the desired properties, which are not treated
as hard constraints that cannot be violated, so in real applications,
we usually set moderate (i, 7).

min
B!,Z,D! M

(20)
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B. Distributed Learning Algorithm

Problem (20) involves a lot of variables and it is difficult to
directly optimize the problem with all the variable. For tractabil-
ity, such a problem is usually solved by alternating optimiza-
tion [30], [40], namely sequentially optimizing the problem with
respect to one set of the variables while keeping the others fixed.
In the following, we give the specific optimization procedure
step by step.

Optimizing Problem (20) w.rt. B, Z: First, we optimize the
problem (20) with respect to the hash code variables B, Z while
keeping the variables {D'}, {M'} fixed, which is shown as
follows

tr([B', Z)(S' = WH[B', 2)") + ul|B'1,, — D!|]?
1=1

+nl|B'(B")" — M'[?]

min
B..Z

st. Ble {~1,1}7", Z € {-1,1}7, @n

Also, we aim to transform this problem into an equivalent
continuous optimization problem and then devise distributed
optimization algorithm based on DC programming to solve this
problem. Before giving the optimization method, we want to
make an uninfluential modification to problem (21), which will
bring much convenience for the subsequent optimization. The
matrix M is not guaranteed to be positive semidefinite. Let v,
be the smallest eigenvalue of M'. Define

. {MZ—VIT, if 1,<0,

I _
M=, if 1, >0. (22)

Then M is positive semidefinite. It can be verified that
1B'(B)" = M'||* = ||B'(B")" = M'||* + const,

for all B! € {—1,1}"*™. Thus, optimizing problem (21) is
equivalent to optimizing

[tr([B", Z)(' = W[B', Z]") + pl|B'1,,, — D'|?
=1
+ ]| B'(BYT — 51|
st. Ble {—1,1}7™, Z € {—1,1}74.

min
BL.Z

(23)

According to the transformation method shown in Section I1I-B,
we can transform the above problem into the following equiva-
lent continuous optimization problem

: 1 I yipl T 1 _ pl2
iy D br (B 218" = WHIB' 2 + | B - D)

. 1
+n|[BY (BN — M'|]> + nipn(B) + E'YZSQ(Z)L
st. Ble[-1,1]7™, Z € [-1,1]". (24)

Then we adopt the method of DC programming to find an
optimal solution of problem (24), which is also an optimal
solution of (23). Note that

|BY(BYT — MY)? = |BY(BYT || - 2tr (M BY(BYT)
+ || M2,

where ||BY(BY)T|2, 2tr((MY)T BY(B)T) are convex and
||M*]|? is a constant. Therefore, we can represent the problem
(24) as the following DC programming

%Hél G1(E) — H1(E)

st. Ee[—1,1]* ),
where E = [B, Z] and

(25)

m

G1(E) = Y [ir([B', 2](5' — W")[B', 2)")
=1
+ | B Lo, = D'|[* 4 nl| BY(BY |12,
HA(E) = 3 [20tr (01T BYBYT)
=1

—vpu(B) - %%SO(Z) :

It can be verified that G (E), H; (E) are both convex and such a
decomposition satisfies the distributed setting. As stated before,
DCA solves problem (25) by repeating

A=VH(E), (26)
E =argminge_1 1)t {G1(E) — tr(ETA)Y,  (27)
where VHy(E) = %L 90 and 9 = (9 2Hi)
Similar to Section III-C, for simplicity, we also set
0H, -
Al = — = 4n(M")"B' + 2y, B’
8Bl 77( ) + f}/l
foralll € {1,...,m}, and set
Ay =——— = Z
m 0Z m

Then problem (27) can be represented as the following dis-
tributed convex optimization problem
min

i [tr([B', Z)(S' = WH[B", Z]") + pl| B'L,,, — D'|?

=1
+||B (BT[> = tr((B)TA) = tr(Z7 A,)]
st. Ble[-1,1]7™, Z € [-1,1]", (28)

which can also be solved using the distributed projected gradient
descent algorithm. Let

(B, 2") = tr([B', Z](S' - W')[B', Z]")
+ MHBllnz - DlH2
+0l[B'(BY|]? — tr((B)' A") — tr(27 Az)

The gradient of J;(B!, Z') with respect to the variable [B', Z']
is

V(B Zh) =2[B", Z'(S' — W) — [A} AL, (29)
with

Al = —2u(B'1,, — D17 — 49B' (BT B' + A
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Algorithm 3: Distributed Projected Gradient Descent
(dPGD1) Algorithm for Subproblem (28).

Input: B! € R, 7z ¢ R7™<9, AL e R™™, AL € R™9,
D' € R",and M' € R™*", foralll € {1,...,m}.
Repeat
Computing gradient step: each agent [ compute the
gradient V.J;(B', Z') by equation (29);
Projected gradient descent step: Each agent [ computes

[Bl7Rl] = ,PDz([Blv Zl] - OcVJl(BZ, Zl));

Communication step: Each agent [ shares R' with all the
neighbors j € A and updates Z' by

m
Zl: E wljRJ;
j=1

Until convergence condition holds.
Output: B! ¢ R™™, 7! ¢ R™4 foralll € {1,...,m}.

We show the algorithm for solving (28) in Algorithm 3.

Optimizing Problem (20) w.r.t. D, M: We give the detailed
derivations of this part in the Appendix.

Algorithm Flow: For clarity, we show the whole algorithm
flow for solving the distributed hashing problem (20) in Algo-
rithm 4.

The updates in each step is implemented in parallel on all the
agents, and all the updates are finished by agent [ independently
or with moderate communication with its neighbors, which
satisfies the distributed setting. As a consequence, the proposed
distributed discrete hashing algorithm works efficiently.

V. OUT OF SAMPLE EXTENSION AND HASH
FUNCTION LEARNING

The above methods are used to learn binary codes of the
training data in a distributed manner. Generally, the hash-
ing methods will construct a hash function for encoding out-
of-sample queries. In this paper, for convenience, we adopt
the nonlinear hash function f(z) = sign(PTK(z)), where
K(x) = [exp(~||z — a1|]*/0), ..., exp(—|l — ag|[/o)]T is
a g-dimensional column vector obtained using the RBF ker-
nel mapping and P € R?*" is a projection matrix projecting
K (z) into the low dimensional space. The vectors ar, ..., aq
are the anchor points mentioned above and o is the kernel
width. Like [30], when the binary codes of the training data are
obtained, we learn the hash function by solving the following
problem

min | B — PTK(X)|?. (30)

Different from the centralized hashing method in [30], in
which such a problem can be directly solved by P =
(K(X)K(X)T)"'K(X)BT, since the data are distributed
across different agents in this paper, we also need to learn
the hash function in a distributed manner. We reformulate the

Algorithm 4: dCDH.

Input the parameters {v; }, 7., i, 7, p and anchor points
{a;}J_,. Each agent [ constructs the W' and S' using the
local data points and anchor points. Initialize the variables
B!, Z', D', 6,, M'!, ®; and the Lagrangian multiplier A;, A,
for each agent /.

Loop until convergence or reach 7' times:

step 1: Optimizing B, Z with all the other variables fixed:
- Each agent [ computes M according (22);
Repeat
- Each agent [ computes
Al = 4n(MYT B! + 2y,B!, AL =
- Each agent [ updates [B!, Z!] by

{B'. 2"} = dPGDI({B'}, {Z'},{A"}, {AL},{D"}, {M"}).

Until convergence condition holds.
step 2: Optimizing { D'}, { M'} with all the other
variables fixed:
- Each agent [ transmits 6;, ®; to its neighbors;
Repeat
- Each agent [ updates ; and ®; according to (46) and
(53);
- Each agent [ transmits 6;, ®; to its neighbors;
- Each agent [ updates A; and A; according to (47) and
(54);
Until convergence condition holds.
- Each agent [ updates D' by D' = 1(2B'1 — ;) and
M!'by M! = %(2Bl(Bl)T —®)).
Output The binary codes { B'}.

2 l.
B

problem (30) as the following distributed optimization problem

mgnzl:HBl — PTK(X))|]?. (31)
We can still use the ADMM method to solve this problem.

According to the same ADMM update rule shown in Appendix
A, the iterative equations can be formulated as follows

P(k+1) = (2p|M|I, + 2K (X)) K(X;)T)™ !

(2K(X)(BYT = TU(k) + 20 5 jen; Pi(R) ).
Mk +1) =10(k) + 20> cn, (Pi(k+1) = Pi(k+ 1)),
(32)

where P, are local variables and 1I; are Lagrangian multipliers.

VI. COMPLEXITY ANALYSIS

In this section, we give the communication and computa-
tional complexity analyses of the proposed dDH and dCDH
algorithms. Before giving the analyses, we first recall all the
related quantities mentioned in this paper: the dimension of the
data d, the number of the agents m, the number of the anchor
points g, the length of the code r, the number of the data points
n; in agent [. In addition, the size of the truncated similarity
matrix U' used for constructing the local similarity matrix 1!
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is (n; + q) X p. Among all the quantities, n; should be the only
large number, while the others are all much smaller than n;.

A. Communication Complexity

dDH: In the initialization stage, the network needs to broad-
cast the anchor points {a; }_,. The communication complexity
of this step is O(gdm) and such a step only needs to be im-
plemented once. In the main iteration, to update the variable
Z, each agent [ needs to transmit R' to its || neighbors and
the communication complexity of this step is O(rg|N;|). When
constructing the hash function, each agent [ needs to transmit its
local variable P, to its |NV;| neighbors and the communication
complexity is O(rq|N;|). Therefore, the overall communication
complexity of each agent [ is O(gdm + rq|N;|), which is inde-
pendent of the data size n;.

dCDH: In the initialization stage, the communication com-
plexity of this step is also O(gdm). In step 1, to update the vari-
able Z, each agent/ also needs to transmit R’ to its |\;| neighbors
and the communication complexity of this step is O(rg|A|). In
step 2, each agent [ needs to transmit its local variable ¢; and
®; to its |NV;| neighbors and the communication complexity of
this step is O(r|\;| + r?|A;|). In the stage of constructing the
hash function, the communication complexity is also O (rq|N;|).
Therefore, the overall communication complexity of each agent
lis O(gdm + r|Ni|(r + q)), which is independent of the data
size ny.

B. Computation Complexity

dDH: In the initialization stage, for each agent [, the time com-
plexity of constructing K (X;) is O(dgn;). The time complexity
of constructing W' using the method in [7] is O(pd(n; + q)).
In the main iteration, the time complexity of updating B and Z
by dPGD algorithm is O(rp(n; + ¢)t), where t is the iteration
number of dPGD algorithm. In the stage of constructing the
hash function, the time complexity is O(q(q + r)n; + ¢>37%).
In summary, the main time complexity of each agent [ is
O((dp + dq + prt + ¢* + qr)n;), which is linear of the data
size n;.

dCDH: In the initialization stage, for each agent [, the time
complexity of constructing K (X;) is O(dgn;) and the time
complexity of constructing W' is O(pd(n; + q)). In step 1, to
obtain M, each agent!/ needs to compute the smallest eigenvalue
of M'. The time complexity of this step is O(r2376) using the
Coppersmith and Winograd algorithm [41]. The time complexity
of computing A; is O(1?n;) and the time complexity of updating
B and Z by dPGDI algorithm is O((rp(n; + q) + r2n)t),
where t' is the iteration number of dPGDI algorithm. In step
2, the time complexity of updating ®; is O(r?n;). In the
stage of constructing the hash function, the time complexity is
O(q(q + r)n; + ¢>37). In summary, the overall time complex-
ity of each agent [ is O((dp + dq + prt’ + ¢* + qr + r*t')n;),
which is linear of the data size n;.

VII. EXPERIMENTS

In this section, we test the proposed distributed hashing al-
gorithms by image retrieval experiments. In all the experiments

below, we assume that the data are distributed across a connected
network consisting of 10 agents. The benchmarks used for
test are: CIFAR-10 [13], MNIST [1], and NUS-WIDE [7]. We
empirically set the parameters v, =, =v=1,u = le — 3,
1 = le — 4. In the following, we will investigate the impacts
of these parameters. We set the maximum iteration 7' = 10. The
performance of the algorithm is not sensitive to the stepsize
p. The stepsize p mainly affects the convergence speed of
the ADMM based algorithm and generally a small stepsize
gives faster convergence. In the following experiments, we set
p=0.1.

In the proposed algorithms, we need the anchor points to
construct WY, Generally, the more anchor points, the better
performance the hashing method is expected to achieve. How-
ever, the anchor points will bring additional computation and
communication, while a moderate number of the anchor points
are usually enough to ensure the performance. In real applica-
tions, one can choose 500-5000 anchor points according to the
allowable computing resource. In this section, we choose 1000
anchor points for all the examples. We compare the proposed
dDH and dCDH algorithms with the state-of-the-art centralized
unsupervised hashing methods including AGH [7], ITQ [8],
SGH [46], OCH [31], and DPLM [30]. Among them, DPLM
is a discrete hashing method, which learns binary codes with-
out relaxations, and the other four methods are all relaxation
hashing methods. In addition, we also compare the proposed
algorithms with the existing distributed unsupervised hashing
methods including DisH [26], SDH [28], PDH [28]. Among
the hashing methods for comparison, AGH, SGH, SDH, PDH
also need to use the anchor points. We also choose 1000 anchor
points for these methods. In the following examples, for the
distributed hashing methods, we divide the training data points
into 10 splits evenly and each agent collects one split. For the
compared centralized algorithms, we use a single agent to collect
all the training data points for learning.

All the results in the following experiments are averaged over
50 independent runs.

A. CIFAR-10: Test on Tiny Natural Images

In this example, the dataset for test is CIFAR-10. CIFAR-10
consists of 60 K images in 10 classes and each class contains
6 K images. Each image is represented by a 512-dimensional
GIST descriptor extracted from a 32 x 32 color image. We
randomly select 1000 images from the dataset as the query (test)
set and use the remaining data as the training set. Since each data
point in CIFAR-10 is assigned a class label, the ground truth is
determined based on label agreement.

The results in terms of mean average precision (MAP) and
precision of top 5000 returns are shown in Table I. From Table I,
we see that the proposed dDH and dCDH methods outperform
all the other distributed hashing algorithms and most of the
centralized hashing methods except the discrete hashing method
DPLM, which demonstrates the effectiveness and efficiency of
the proposed algorithms. Note that the performance of dDH and
dCDH is very close to that of DPLM, which is the best com-
petitor in the centralized methods, so the proposed distributed
hashing algorithms do not lose much quality compared with the
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TABLE I
MEAN AVERAGE PRECISION (MAP) AND PRECISION OF ToP 5000 RETURNS ON CIFAR-10

Methods ‘ ‘ MAP ‘ ' . Prepision@SQOO .

48bits 64its 96bits 128bits 48bits 64its 96bits 128bits
AGH 0.1476 | 0.1442 | 0.1406 | 0.1382 | 0.1728 | 0.1716 | 0.1699 | 0.1658
SGH 0.1647 | 0.1749 | 0.1720 | 0.1787 | 0.1820 | 0.1850 | 0.1891 0.1934
1ITQ 0.1632 | 0.1673 | 0.1747 | 0.1749 | 0.1926 | 0.1961 | 0.2013 | 0.2022
OCH 0.1675 | 0.1702 | 0.1740 | 0.1769 | 0.1921 | 0.1981 | 0.2010 | 0.2039
DPLM 0.1781 | 0.1895 | 0.1886 | 0.1889 | 0.2013 | 0.2111 | 0.2113 | 0.2152
SDH 0.1750 | 0.1738 | 0.1794 | 0.1804 | 0.1963 | 0.1944 | 0.1967 | 0.2018
PDH 0.1747 | 0.1759 | 0.1786 | 0.1816 | 0.1947 | 0.1952 | 0.1977 | 0.1994
DisH 0.1721 | 0.1713 | 0.1732 | 0.1763 | 0.1965 | 0.1966 | 0.1974 | 0.1989
dDH 0.1800 | 0.1860 | 0.1877 | 0.1884 | 0.2011 | 0.2082 | 0.2089 | 0.2094
dCDH 0.1830 | 0.1882 | 0.1881 | 0.1902 | 0.2030 | 0.2087 | 0.2104 | 0.2144

TABLE II

TRAINING TIME ON CIFAR-10 (IN SECOND)

Training time (s)
Methods - —eris T 6dis % 96bits | 128bits
AGH [ 21.2577 | 21.2343 | 22.1464 | 22.1648
SGH | 462377 | 645533 | 90367 | 112.6654
ITQ | 22243 | 36758 | 43156 | 54427
OCH | 9.2542 | 104875 | 14.6657 | 17.7145
DPLM | 3.6757 | 43695 | 6.7570 | 8.2106
SDH | 48516 | 55364 | 6.7721 | 8.9681
PDH | 19962 | 2.7747 | 2.8987 | 32142
DisH | 2.1936 | 2.4576 | 2.8554 | 3.0164
dDH | 2.3366 | 2.7857 | 3.1042 | 3.4588
dCDH | 74023 | 82359 | 10.1486 | 12.0571

0.45 T
——AGH
——S8GH
—ITQ B
——OCH
DPLM-U
——SDH
PDH

04

0.35

precision

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
recall

Fig. 1. The precision-recall curves with 128 bits on CIFAR-10.

centralized discrete hashing method. In addition, we see that
dCDH achieves better results than dDH, which implies that
the bits uncorrelation and balance constraints can improve the
quality of the binary codes.

Then we further report the training time consumption in Ta-
ble II. The results in Table II show that the proposed algorithms
are time efficient. Though dCDH takes the longer time than the
other distributed hashing methods, it achieves the best accuracy
performance.

We also report the complete precision-recall curves with 128
bits code in Fig. 1. The results shown in Fig. 1 are consistent to
those given in Table I. The curves of dDH and dCDH are close
to the curve of DPLM, and outperform all the other competitors.

Next, we investigate the impact of the parameter . We plot
the curve of the quantization error with respect to v with 64
bits using dDH and dCDH algorithms in Fig. 2. We see that the
quantization error decreases as <y increases, and when v > 1,
the quantization error is close to zero. Then we further show the
MAP results with respect to 7y in Fig. 3. We see that though larger
- can guarantee smaller quantization loss, the performance of the
algorithms become worse on the contrary when ~ is very large.
That is because the penalty term will dominate the overall loss
with large -, making the optimization difficult. So we should
use a moderate 7y to balance the quantization error and the
optimization difficulty.

We also investigate the sensitivity of the parameters p and
1. The MAP results of dCDH with 64 bits with respect to
different values of i and 7 are shown in Fig. 4. From the figures,
we see that the retrieval accuracy improves as i, 7 increase,
but decreases when (i, n are large, which implies that the bit
uncorrelation and balance constraints can make the binary codes
more efficient, but excessively emphasizing the two constraints
will reduce the quality of the binary codes on the contrary. These
results are in line with the results shown in [47].

B. MNIST: Test on Hand-Written Digits

In this example, we test the above hashing methods on the
benchmark dataset MNIST. MNIST consists of 70000 images
of handwritten digits from O to 9. All the images in the dataset
are represented by 784-dimensional vectors. Also, the ground
truth neighbors are determined by label agreement.

Results in terms of MAP and precision of top 5000 returns are
shown in Table III. From Table III, we see that the performance
of the proposed dDH and dCDH algorithm is still close to that
of DPLM, and is better than the performance of all the other
methods, which is consistent to the results shown in last example.

C. NUS-WIDE: Test on Large-Scale Dataset

We further test all the hashing methods on the large-scale
dataset NUS-WIDE. NUS-WIDE consists of around 270,000
web images associated with 81 ground truth concept labels. Each
image in NUS-WIDE is represented by a 500-dimensional Bag-
of-Words (BOW) feature. Each two data points are defined as
neighbors if they share at least one label. We collect 21 most
frequent labels and randomly select 100 images for each label
as queries. The remaining images are used for training. Results
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Fig. 3.  MAP results w.r.t. v with 64 bits on CIFAR-10.
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Fig. 4. MAP results w.r.t. u, p with 64 bits on CIFAR-10.

TABLE III
MEAN AVERAGE PRECISION (MAP) AND PRECISION OF TOP 5000 RETURNS ON MNIST

Methods . . MAP . . ] Pre:cision@SOQO ]
48bits 64its 96bits 128bits 48bits 64its 96bits 128bits
AGH 0.3136 | 0.2950 | 0.2703 | 0.2533 | 0.3857 | 0.3631 | 0.3322 | 0.3117
SGH 0.3968 | 0.4096 | 0.4198 | 0.4258 | 0.4499 | 0.4615 | 0.4709 | 0.4755
ITQ 0.4043 | 0.4257 | 0.4368 | 0.4449 | 0.4546 | 0.4749 | 0.4863 | 0.4929
OCH 0.3864 | 0.4136 | 0.4303 | 0.4275 | 0.4405 | 0.4658 | 0.4790 | 0.4783
DPLM 0.5019 | 0.5425 | 0.6252 | 0.5928 | 0.5553 | 0.5779 | 0.6424 | 0.6218

SDH 0.3159 | 0.3281 | 0.3473 | 0.3751 | 0.3553 | 0.3750 | 0.3882 | 0.4195
PDH 0.3144 | 0.3267 | 0.3482 | 0.3695 | 0.3521 | 0.3714 | 0.3894 | 0.4203
DisH 0.3683 | 0.3862 | 0.4002 | 0.4149 | 0.4185 | 0.4339 | 0.4490 | 0.4626
dDH 0.5129 | 0.5560 | 0.5565 | 0.6081 | 0.5563 | 0.6014 | 0.5982 | 0.6501
dCDH 0.5157 | 0.5794 | 0.5893 | 0.6313 | 0.5630 | 0.6234 | 0.6402 | 0.6791
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TABLE IV
MEAN AVERAGE PRECISION (MAP) AND PRECISION OF ToP 5000 RETURNS ON NUS-WIDE

Methods ' ' MAP . . ' Pre.cision@S()QO ]
48bits 64its 96bits 128bits 48bits 64its 96bits 128bits
AGH 0.2635 | 0.2645 | 0.2658 | 0.2667 | 0.3107 | 0.3140 | 0.3199 | 0.3234
SGH 0.2589 | 0.2600 | 0.2613 | 0.2617 | 0.3134 | 0.3089 | 0.3051 0.3048
1TQ 0.2673 | 0.2702 | 0.2716 | 0.2721 | 0.3331 | 0.3352 | 0.3375 | 0.3411
OCH 0.2659 | 0.2717 | 0.2731 | 0.2734 | 0.3342 | 0.3398 | 0.3404 | 0.3442
DPLM 0.2788 | 0.2827 | 0.2829 | 0.2826 | 0.3365 | 0.3394 | 0.3464 | 0.3430
SDH 0.2654 | 0.2630 | 0.2652 | 0.2648 | 0.3177 | 0.3212 | 0.3197 | 0.3189
PDH 0.2625 | 0.2674 | 0.2677 | 0.2675 | 0.3129 | 0.3224 | 0.3184 | 0.3201
DisH 0.2597 | 0.2671 | 0.2699 | 0.2703 | 0.3106 | 0.3167 | 0.3178 | 0.3249
dDH 0.2707 | 0.2737 | 0.2774 | 0.2780 | 0.3237 | 0.3317 | 0.3390 | 0.3428
dCDH 0.2742 | 0.2754 | 0.2785 | 0.2796 | 0.3271 | 0.3364 | 0.3410 | 0.3442

in terms of MAP and precision of top 5000 returns are shown in
Table IV. We see that the proposed dDH and dCDH algorithms
perform better than the other distributed hashing methods, and
the performance of the proposed algorithms is close to that of
the best centralized hashing method.

VIII. CONCLUSION

In this paper, we proposed a distributed discrete hashing
method to learn binary codes of distributed data. To guarantee
the effectiveness of the binary codes, we devised a distributed
discrete hashing algorithm, which solves the hashing problem
without using any relaxations. To make the binary codes more
efficient, we further added the bits balance and uncorrelation
constraints, and we represented the hashing problem with the bits
balance and uncorrelation constraints as a tractable distributed
optimization problem. Then we also proposed a distributed
constrained discrete hashing algorithm for solving this problem.
Experiments on large-scale benchmark datasets were provided
to show the superiorities of the proposed algorithms.

APPENDIX A
OPTIMIZING PROBLEM (20) W.R.T. D, M

With all the variables fixed but { D'}, {M'}, the problem is
formulated as

m

. 1 12 1 T 12
in, ;HIB L, = D" +|[B(B)" — M'[[]
st. > D'=0, Y M'=nl,. (33)
=1 =1
The above problem can be separately solved by solving
: l 12
min Y _[|B'L, — D'|
=1
m
st. > D'=0, (34)
=1
and
min 0 |[B'(B)T - M|
=1
s.t. Z M =nlI,. (35)
=1

We first solve problem (34). This should be the first time that such
a problem arises in distributed hashing, since the existing dis-
tributed hashing methods either did not consider the bits balance
and uncorrelation constraints or relaxed them for tractability. In
the literature, most of the distributed optimization tasks can be
cast as an optimization problem of the following form

min > filw)
=1

st. r e X, (36)

in which all the local objective functions {f;} have the same
optimized variable. However, in (33), each agent | owns an
individual variable D'. The variables {D'} are different but
coupled together through the linear constraint. In this situation,
it is difficult to directly apply the existing standard distributed
algorithms, such as distributed gradient descent [50] and dis-
tributed ADMM [49], to solving this problem.

Since problem (33) is a convex optimization problem, we can
solve the problem by solving its Lagrangian dual problem [52].
The Lagrangian dual problem of (33) can be formulated as

min ; ¢1(0), (37)
where
61(0) = max{—[|B'1,, — D'[|* = (D76}, (38)

and 0 is the dual variable. Note that the optimization problem in
(38) can be analytically solved by

D! = %(2Bl1 —0). (39)
Then we have that
ou(0) = Z1I0I1> ~ (B'1,,)76, (40)
and problem (37) can be represented as
1
pip > {11 = (57, .

which is the standard form of the distributed optimization as
shown in (36). It is easy to verify that problem (33) has zero
duality gap [53]. Therefore, we can first solve the dual problem
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(41), and then each agent [ can obtain the corresponding optimal
solution D' by (39).

To solve problem (41), we can devise distributed algorithms
based on the idea of ADMM. To apply ADMM, first, we need
to rewrite the problem (41) as follows

m

1
> | J1e - (81,78
=1

st. 0, =40;, YieN,Vle{l,...,m},

6,eR"
(42)

where ¢; € R" are local variables, and 0; = 0; are consensus
constraints. Because of the transitivity between neighboring
nodes in a connected network, we can only consider the consen-
sus constraints between local neighbors rather than all the agents.
The augmented Lagrangian function of (42) is formulated as

o1
> 7! 1.7 = (B'10,) 700 + > AL5(00 = 05)
=1 JEN

p
+5 > 1o =017

JGNz

(43)

where A, ; are Lagrangian multipliers and p is the penalty param-
eter of augmented Lagrangian. ADMM solves such a problem
by repeating the following two steps [26], [27]:

Bk +1) == argmin L3612 = (B'L,,) 76
ST M ()61 )
83005 e 1160 — 05112,

Mjk+1)=x (k) +pOi(k+1)—0;(k+1)),

Vie{l,...,m},Vj € N, with 6; = 6,(k) for all j 5 I. Ne-
glecting the terms that are independent of 6;, to update 6; (k + 1),
agent [ needs to solve the following problem

(44)

1 2 ! T T
win Z(161]* — (B'L,,)"0 + Y (A6 -

JEN
+p Y 1100 — 05 (k)|
JeEN;

AL,00)
(45)

The above problem involves the term AJT 6, because we consider
the network is symmetric, namely [ € N if j € A;. The above
problem can be analytically solved by setting the derivative with
respect to 6; to zero. Then we can get the solution

Oi(k+1)
B'1,,

=2 jen, (M (k) = 250(k) +2p 3 sen;, (k)
20pINI| + 5 '

The update iteration can be further simplified. Define the
Lagrange multipliers A; = > y. (A1 —A;;), for all 1€
{1,...,m}. Then the whole update procedure can be
simplified as

B, — ai(k) + 20300 05 (k)
2pINI| + 3

O(k+1) = , (46)

Mk +1)=n(k)+2p Y (Ou(k+1)—0;(k+1)), (47)
JEM
foralll € {1,...,m}.
Then we use the same method to solve (35). The dual problem
of (35) can be formulated as

min ;wl@) (48)
where
V(@) = %XH\Bl(BZ)T — M'|]?
— tr(MYT®) + %tr(@)}, (49)

and ® € R"*" is the dual variable. The optimization problem in
(49) has the analytical solution

M= %(2BI<B1>T - ), (50)
and ¢;(®) can then be represented as
2
(@) = — — tr(BY(B)T®) + —tr(d). (51
m

We also use ADMM method to solve the distributed optimization
problem

T tr(B(BY'®) +

min

m ®2
52
DeRm*T ] { (52)

%m«(@)

Since problem (52) are quite similar to problem (41), and we
use the same method to solve the problem, to avoid repetition,
we directly give the update equations, as follows:

B{(BYT — 21, — Ay(k) + 203 cpr ®5(K)
Oy(k+1) = m e 0
i +1) 20|Ni| + §
(53)
Ak +1) = Ay(k) +2p Y (Ri(k+1) — @(k+1)),
JEN
(54

for all I € {1,...,m}, where ®; are local variables and A;
are Lagrangian multipliers. After solving the problem (52),
each agent [ can obtain the corresponding optimal solution M’
by (50).

APPENDIX B
DISTRIBUTED SUPERVISED DISCRETE HASHING

In the above sections, we proposed a distributed unsuper-
vised discrete hashing method. The proposed distributed hashing
scheme can also be used for supervised hashing, as long as
we replace the unsupervised hashing objective in (18) with
a supervised hashing objective. In this section, we adopt the
objective of the supervised hashing in [40] as an example.
In [40], the bits balance and uncorrelation constraints were not
considered. To obtain more efficient binary codes, we add the
two constraints, and the distributed supervised hashing problem
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can be formulated as
SV = W B P + 7w ]
=1

min
BYW,;

st. Ble {11},
W, =W;, VjeN,Vie{l,...,m},
B1, =0,

BBT = nlI,. (55)

where W; € R"*? are classification matrices, and 7 is a param-
eter. The matrix Y; € R?*" stores the labels of the training data
X in agent [, and the (7, j)-th entry Y;"7 = 1 if z; belongs to
the i-th class and Yl” = 0 otherwise.

Like (19), we can represent the problem as follows

. Y, —WTBl 2 W, 9 Blln
BLW D! ;“'l C B+ T[[WilT + [ B 1y,
7DIH2+T]‘|BI(B[)T7MI||2}

S.t. Bl c {—171}T><"l’

W, =W;, VjeN,Vle{l,... m}

Y D! =0, Y M! = nI,,
> >
=1 =1

by introducing the auxiliary variables D' and M'. Then we
can also solve the problem using the alternating optimization
method. The optimization problem with respect to the variables
{D"}, {M'} is the same as that in the unsupervised case shown
above. The optimization problem with respect to the variables
{B'} becomes

m

(56)

1Y = W B'|* + ul| B'1,, — D[
=1

+a|[B(BN)T — M'|’]

min
Bl

st. Ble {—1,1}m, (57)

This problem additionally involves the variables {7} and the
optimization problem with respect to the variables {W'} is

. T pl2 2
min ;[I\Yz WEB[? + 7| Wi ]

Wi=W,, VjeN,VIe{l,....om}. (58

Problem (57) can also be solved by transforming it into an equiv-
alent distributed continuous optimization problem, and problem
(58) can be solved using the ADMM method. To avoid repetition,
we do not reformulate the specific optimization procedure here.
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